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ABSTRACT
Generative AI tools such as chatGPT are poised to change the
way people engage with online information. Recently, Microsoft
announced their "new Bing" search system which incorporates chat
and generative AI technology from OpenAI. Google has announced
plans to deploy search interfaces that incorporate similar types of
technology. These new technologies will transform how people
can search for information. The research presented here is an early
investigation into how people make use of a generative AI chat
system (refered to simply as chat from here on) as part of a search
process, and how the incorporation of chat systems with existing
search tools may effect users search behaviors and strategies.

We report on an exploratory user study with 10 participants who
used a combined Chat+Search system that utilized the OpenAI GPT-
3.5 API and the Bing Web Search v5 API. Participants completed
three search tasks. In this pre-print paper1 of preliminary results,
we report on ways that users integrated AI chat into their search
process, things they liked and disliked about the chat system, their
trust in the chat responses, and their mental models of how the
chat system generated responses.

CCS CONCEPTS
• Information systems → Users and interactive retrieval; •
Human-centered computing → Human computer interaction
(HCI);

KEYWORDS
Generative AI, chat systems, search interfaces, interactive informa-
tion retrieval

1 INTRODUCTION
Generative AI tools such as chatGPT are poised to change the
way people engage with online information. Recently, Microsoft
announced their "new Bing" search system which incorporates chat
and generative AI technology from OpenAI. Google has announced
plans to deploy search interfaces that incorporate similar types of
technology. These new technologies will transform how people can
search for information.

For years, the fields of information science, information retrieval,
and human-computer interaction have studied how people make
use of search systems and have investigated ways to improve search
interfaces. The integration of generative AI chat components is a
major development that may profoundly change the way users
interact with search systems. Established knowledge about search

1We are releasing this paper as an early pre-print version to disseminate results on this
rapidly evolving topic and to be able to share prior to the ACM CHIIR 2023 conference.
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behaviors and search interactions will need to be reconsidered and
reevaluated in the context of these new tools.

The research presented here is an early investigation into how
people make use of a generative AI chat system (refered to simply
as chat from here on) as part of a search process, and how the
incorporation of chat systems with existing search tools may affect
users’ search behaviors and strategies.

To explore these questions, we conducted an exploratory user
study with 10 participants. Our research questions were as follows:

In the context of an information seeking task...
• RQ1. How do users integrate chat into their search process?
• RQ2.Why do users engage with chat?
• RQ3.What do users like about using chat?
• RQ4.What do users dislike about using chat?
• RQ5. Do user trust responses from chat?
• RQ6. What are users’ mental models about how chat re-
sponses are generated and what they are based on?

Each participant in our study completed three search tasks in
which they were asked to find information using a Chat+Search sys-
tem that combined a traditional search engine with an AI chat tool
based on OpenAI’s GPT-3.5 API. Participants were asked to think
aloud during their search sessions. We recorded the participants’
screen and think-aloud comments during their search sessions. Af-
ter completing the tasks, we conducted semi-structured interviews
with participants to learn more about their perceptions and use of
the chat tool.

This study was conducted very quickly. The study was approved
by our IRB on February 15, 2023, data was collected from March 8
to March 15, and the data analysis presented in this paper was done
from March 15 to March 18. Our goal was to have a preprint paper
ready to discuss with colleagues at the ACM CHIIR 2023 conference
(March 19-23, 2023). Given that the qualitative analysis was con-
ducted by one author in a less than a week, the themes discussed
in our results may not be comprehensive. These are themes that
we observed based on participants’ actions, think-aloud comments,
and interview responses. Other themes may be present in the data
but we may have missed them in this preliminary analysis.

At the time this study was conducted (March 2023), OpenAI’s
chatGPT had been publically available for a few months and had
recently received significant attention in the press. AI chat com-
ponents integrated with Bing2 and Google’s3 search products had
been announced and released to limited sets of users, but were not
deployed to the general public.

We considered several options for how to run this study. One was
to simply ask participants to open a search engine in one window

2https://blogs.microsoft.com/blog/2023/02/07/reinventing-search-with-a-new-ai-
powered-microsoft-bing-and-edge-your-copilot-for-the-web/
3https://blog.google/technology/ai/bard-google-ai-search-updates/



and chatGPT in another window and then give them information
seeking tasks. Another option was to attempt to get participants
access to the “new Bing” interface that was in limited release at the
time of the study. We decided on a third route – using the OpenAI
GPT-3.5 API and the Bing WebSearch v5 API to build our own
combined "Chat+Search" system. This option allowed us several
advantages: 1) participants did not need to sign-up or have access
to any limited release tools, 2) it allowed us to integrate the search
and chat components, and 3) it allowed us to log user interactions
(e.g., queries, clicks, mouse events, etc.) although analysis of that
data is not presented in this paper.

2 RELATEDWORK
In this early-release version of this paper, we do not discuss related
work. However, there is extensive prior literature that has studied
search behaviors, search interactions, search user interface design,
search assistance tools, tools to support complex and exploratory
searches, tools to support learning during search. There is also
extensive previous work on conversational AI and chatbots. See
papers in SIGIR, CHIIR, TOIS, CHI, JASIST, and IP&M.

3 CHAT+SEARCH SYSTEM DESIGN
In this section, we describe the combined “Chat+Search" system
that we developed and used in this study. The system is shown in
Figure 1.

Task display. The top-left of the screen displayed the scenario
and task description for the current task. Participants could refer
to the description as needed while working on the task.

WebSearch. The left side of the screen (see Figure 1) provided
a “traditional” search engine interface (labelled “WebSearch”) that
included a textbox to enter a query and a display area to show a list
of results. Each result consisted of a title, URL, and query-biased
text snippet. Results were obtained using the Bing Websearch v5
API. As in a traditional search engine, result links could be clicked
to open the associated landing pages.

ChatAI. The right side of the screen (see Figure 1) provided a
chat area labelled “ChatAI” that included a window that displayed
the chat history and a textarea for the user to enter new ques-
tions/prompts to the chat (labelled “Type anything here”). When
the user entered a prompt, it was appended to the conversation
history and then the entire chat history was sent to the OpenAI
completion API using the gpt-3.5 text-davinci-003 model with the
following parameters:

$open_ai->completion([
'model' => 'text-davinci-003',
'prompt' => $main_prompt,
'temperature' => 0.9,
'max_tokens' => 1000,
'frequency_penalty' => 0,
'presence_penalty' => 0.6,

]);

While waiting for a response, a “Processing...” message was tem-
porarily displayed at bottom of the chat. When the response was
returned, it was appended to the end of the chat. We did not use
OpenAI’s streaming interface, so after submitting a prompt, users
had to wait a few seconds for the chat response to be displayed.

The conversation history was the core of the prompt sent to the
OpenAI API. In order to create a friendly chatbox, we prepended
the following instruction to the conversation history to form the
complete prompt: “Answer this as a chatbot that formats output
in html.” Typically, a response from the OpenAI API would return
mainly text. The OpenAI API that we used did not provide source
attribution links like the “new Bing” chat interface includes.

We wanted to create interactive connections between the chat
and the WebSearch results. To do this, before displaying the chat
response, we re-submitted the chat response to the OpenAI API
with the following prompt prepended:

List the most distinguishing noun phrases
from the following text.
Do not list more than 5 noun phrases.
Do not list common words.
Ouput the list in the form ["a", "b", "c", "d"].

Then, in the final response shown to the user, we replaced each
of the identified noun phrases with a clickable link that would issue
that phrase as a new WebSearch.

Queries were automatically copied to chat. When a user
submitted a query to the Web search interface, the system auto-
matically copied the query and simultaneously submitted it as a
prompt to the chat system (as if the user had entered it into the chat
input area). However, the reverse was not true. When users entered
prompts to the chat, the WebSearch results were not changed or
updated in any way.

4 METHOD
To investigate our research questions, we conducted a within-
subjects user studywith 10 participants. This studywas reviewed by
our university’s Institutional Review Board and participants were
shown information about what the study would involve before
agreeing to participate.

4.1 Tasks
We asked participants to find information for three tasks: 1) to learn
about osmosis and diffusion, 2) to determine the five best metrics
to use to decide about investing in a stock, and 3) to learn about the
causes of income disparity in the US and possible ways to address it.
We have used tasks 1 and 2 in prior studies of information seeking
behaviors and learning. Task 3 was designed to be a task on a topic
of current debate. The presentation order of the tasks was rotated
across participants.4

For all three tasks, participants were provided with a window to
take notes in5 and were told that they would be asked to record a 2
minute video after their search to explain what they learned about
the topic. Prior studies have used this technique to successfully
motivate participants to search for information on assigned tasks.

We situated each task in a fictional scenario (e.g. helping a family
member). This is a best-practice in interactive IR studies to help
motivate participants and provide context for the information need.

Each task also included the following instructions:

4The three tasks result in 6 different orderings. Since we had 10 participants, the
rotations were not balanced. For this exploratory study, we were not concerned about
the slight imbalance in task presentation ordering.
5The window used quill.js, a Javascript component for entering formatted text.



Table 1: Chat+Search interface.

• Your goal is to do a thorough search for information to ad-
dress the task.

• You will have up to 20 minutes to search.
• As you search, you may take notes in the provided window.
• After you are done searching, you will be given 2 minutes
to review your notes.

• Then, you will be asked to record a 2 minute video describing
what you learned during the task.

We describe each of the three tasks below.

4.1.1 Task 1: Learn about osmosis and diffusion. For this task,
participants were given the following scenario and task instruc-
tions:

Scenario: One of your family members is a high
school senior who is about to take an important biol-
ogy exam. Your family member has told you that she
is struggling to understand the concepts of diffusion
and osmosis and has asked for your help.
Task: Your goal is to learn everything you can about
the concepts of diffusion and osmosis.

This task was designed to: 1) involve mainly objective informa-
tion, 2) be open-ended and not well-defined in terms of the end
goals, and 3) to require learning.

4.1.2 Task 2: Metrics for stock investing. For this task, partici-
pants were given the following scenario and task instructions:

Scenario: You are thinking of investing in the stock
market and want to compare different publicly traded
companies based on different metrics. There are many
metrics that can be used to evaluate whether a com-
pany is a good investment (i.e., is financially secure
and well-positioned).
Metrics vary based on different criteria: (1) Is the met-
ric easy to compute? (2) Is it easy to interpret? (3) Does
it use information that is easily found on the web?
and (4) Is it complementary (vs. redundant) when
compared to the other chosen metrics?
Task: In your opinion, what are the five best metrics
to consider? In this task, focus on metrics that are
easy to compute using information freely available
online. For each metric explain: (1) how to compute
it, (2) what it tells you, (3) what information you need



to compute it, and (4) how the required information
is easily found online.

This task was designed to: 1) involve both objective and subjec-
tive information, 2) be well-defined in terms of the end goals, and
3) to require decision making (i.e., which are the best metrics).

4.1.3 Task 3: Income disparity in the US. For this task, partici-
pants were given the following scenario and task instructions:

Scenario: A friend of yours was talking about the
recent changes in the economy and brought up that
income disparity is something they were concerned
about, but that people seem to have different views
on.
Task: What are some of the main causes of income
disparity in the United States today? What are some
points of agreement and disagreement about the causes
of income disparity and how to address them?
In your response, you should be careful not to include
any personal biases or beliefs, but instead should focus
on the information that you found during your search.

This task was designed to: 1) involve both objective and subjec-
tive information, 2) be defined, but not too specific in terms of the
end goals, and 3) to require comparison and analysis.

4.2 Participants
Participants were recruited by sending a recruitment email to dif-
ferent academic departments around our university campus and
asking them to distribute it to their students. Using this method, we
recruited 10 participants. Participants ranged in age from 19 to 33
years and self-reported their gender: female (9) and male (1). Partic-
ipants were offered a USD $50 Amazon gift card for participating.

4.3 Protocol
The study sessions were conducted remotely using the Zoom video-
conferencing system. Each participant participated in an individual
study session with the moderator.

Participants connected to the Zoom session and the moderator
greeted them. Next, the moderator asked if it was okay to record the
session and sent the participant a link (via Zoom chat) to a “main”
webpage used to guide the participant through the different parts of
the study. The participant then shared their screen with the moder-
ator and opened a web browser to the main page. Next, participants
read an information sheet describing what would take place in the
study and how their data would be protected. If they agreed to pro-
ceed, they then filled out a short demographic questionnaire. Then
the moderator shared their screen and played a short (∼1 minute)
video introducing the combined Search+ChatAI system and demon-
strating its main features. After this, the moderator instructed the
participant about the think-aloud protocol.

The participant then did the following steps for each of the
three tasks. First, they read the task scenario and description. Next,
they completed a pre-task questionnaire (not analyzed here). Then,
they opened the combined Search+ChatAI interface and worked
on the task. Participants were given up to 20 minutes to work on
the task, but could stop sooner if they decided they had found
enough information. The interface also included a pop-out window

that could be used to take notes. Participants were informed that
when recording the video at the end of the task, they would have
access to their notes, but not to any other windows. During the time
the participant was searching, the moderator muted their sound
and blanked their camera to avoid distracting the participant. Also
during the search sessions, the moderator took detailed notes about
the participant’s interactions with both the WebSearch and ChatAI
components and the participant’s search behaviors and strategies.

After finishing their searching, participants were given a few
minutes to review their notes. Then they were asked to close all
other windows except the notes window and to record a brief (∼2
to 3 minute) video to describe what they had learned during their
search. Finally, participants were asked to complete a post-task
questionnaire (not analyzed here).

After completing all three tasks, the moderator conducted a semi-
structured interview with the participant about their impressions
and experiences doing the tasks. The interview questions are shown
below.

• How did the chat differ from using a traditional search en-
gine?

• Did using the chat change anything about your search strat-
egy?

• What did you like and dislike about the chat?
• What types of information did you use the chat to find and
what types did you use the search to find?

• Did you have an idea about where the information from the
chat was coming from or how it was generated?

• Did you trust the information from the chat?

At the end of the session, participants were emailed their Amazon
gift card, asked to fill out a payment acknowledgment form, and
thanked for their participation.

5 RESULTS
In this section, we present qualitative analysis of our observations of
participants’ search behaviors during the search sessions and of the
participants’ responses during the semi-structured interview. For
this early-release version of this paper, these qualitative analyses
were performed only by the lead author. Future work should con-
firm these results with additional qualitative coders and additional
data. In the subsections below, we present our results organized by
research question.

5.1 How do users integrate chat into their
overall search process? (RQ1)

One of the main questions we wanted to explore was how partici-
pants would incorporate chat into their overall search process. Our
participants were familiar with Web search, but incorporating chat
into this process was new to most of them (although a few had used
chatGPT on a limited basis).

Based on our observations of the search sessions, we identified
three main ways that participants interacted with chat as part of
their overall search processes: 1) didn’t use the chat tool, 2) used chat
as a question-answering tool to find answers to specific questions
that arose during their search, and 3) used a chat-first approach to
get background information and lists of sub-topics to explore.



Didn’t engage with chat. Several of our participants either did
not enter any questions to the chat, or only briefly looked at the
chat responses that were generated automatically from their search
queries. For example, P9 was very proficient atWeb search – quickly
reviewing results, opening new tabs, and extracting information
from web pages. P9 did not use the chat for any of the three tasks,
and commented: “I typically have an idea or a question in mind.
And so I’m able to input that question into the search queries.” Some
participants also commented that they were used to Web search
and felt more comfortable with it. For example P5 described: “It just
feels more comfortable to use the system that is familiar [search].”

Chat as a question answering tool. Chat was also incorpo-
rated into the search process as a question-answering tool. Par-
ticipants would switch to chat to get quick answers to specific
questions that arose during their search. For example, in the stock
metrics task, P3 had done a Web search, clicked a result, and was
reading a landing page about a metric called “total returns to share-
holders”. At first, this metric looked promising, but then P3 had
doubts, commenting: “sounds like a good thing... [after reading
more]... maybe not". At this point, P3 switched to chat and asked it:
“limitations of total return to shareholders in stock market.”

Chat-first. Another common approach was for participants to
start their search with chat in order to get background information,
lists of important concepts/terms related to the topic, and defini-
tions. For example, P7 described using a chat-first approach: “I think
that the chat was really effective at summarizing information and
giving me good places to, or almost like keywords to start looking
for information. It definitely gave me a platform that I would [be]
able to go and do my other additional research with.” P6 described
using a similar approach for the stock metrics task: “I would look
up the best stock market metrics on the Chat AI, and it would give
me a list. But then I would then individually look up those metrics...
to go more in depth about what I was finding.” And P1 commented:
“So I think it’s [chat] really good for finding specific information
quickly. But if you have to do through research, or you want to find
different information. I would do the search after trying the chat
function.”

5.2 Why do users engage with chat? (RQ2)
Participants engaged with the chat feature for a variety of different
reasons including: as a starting point, for unfamiliar topics, to easily
extract information, and because of time pressure.

Chat as a starting point. As noted in the results for RQ1, many
participants described how they used the chat as a starting point,
even for topics they were familiar with. For example, P1 noted:
“I think I used the chat to find simple definitions and things like
that, or as a place to start.” And P5 commented: “I have a biology
background, so that stuff that I already kind of knew. I just didn’t
really remember exactly, but it was like [I needed a] refresher... If
the chat gives the right answers, I could... recognize whether or not
it was telling... the wrong thing.”

Chat was helpful for unfamiliar topics. Several participants
described that chat was helpful for collecting and synthesizing
information about unfamiliar topics. For example, P3 described: “I
think it was most helpful for the first task, because that was the
task that I knew the least about, and so, having it explained to me

in layman’s terms was definitely, very helpful.” And P1 described
how chat saved effort for unfamiliar topics: “I think it was better
for things that I knew nothing about. It’s a lot easier to start at the
chat function to not have to look through a bunch of information
that I know nothing about.”

Chat was easier to extract information. Some participants
noted how using the chat feature made it easier to extract infor-
mation compared to doing so from a list of links returned by web
search. For example, P2 described: “If you look up research articles
[using search], you’re basically just gonna get a bunch of different
people’s like, I studied this aspect of income disparity. And you’re
going to have to synthesize that.”

Time pressure. Two participants described how the 20 minute
time limit made them rely on the chat more than they would nor-
mally. For example, toward the end of the stock metrics task, P5
was running low on time and noticeably shifted into a mode of
relying more directly on the chat, in several cases copy/pasting the
chat responses into their notes.

5.3 What did participants like about chat? (RQ3)
In the post-session interview, we asked specifically about what
things participants liked about the chat feature.

Concise, easy-to-understand answers. Participants described
liking that the chat provided simple, concise answers. For example,
P1 commented: “It [chat] was a little more helpful when I was
looking for quick information, because I could ask a question, and
it would pull up one concise answer. As opposed to search where
you have to filter through the answers, and maybe open an article
and find the answer.” Similarly, P5 described: “It gave really quick
summaries, which is always nice when you’re asking questions.”
Finally, P2 noted: “[For] the income disparity question basically
I just asked it the questions that were asked to me, and it pretty
much gave me the answers that I was expecting, because I was kind
of familiar with the topics. I was like, oh, wow, okay. It really did
answer the question almost in its entirety.”

Synthesis and summary of information. Participants com-
mented that the chat feature provided synthesis and summaries
of information, making it easier to digest. P2 noted: “I relied on it
more and more because it was synthesizing the information for
me.” P6 specifically described how the chat synthesized informa-
tion into short paragraphs: “I did like how it synthesized a lot of
information... I didn’t have to go to different [websites]. Chat AI
kind of synthesize[s] all of that into one small paragraph which I
thought was pretty helpful.” And P7 described how the synthesis
provided by chat made their search process more efficient: “I partic-
ularly like the way that I was able to.. type in a concept and get a
quick response with things to look for. I think it really sped up [the
process]. Instead of having to look through a bunch of different
sources for what I’m looking for, I was able to say one thing and
refine it if I needed to.”

Chat encouraged natural language questions. Some par-
ticipants commented that it was easier to write natural language
queries to the chat. P1 noted: “I think I formed more specific ques-
tions [with chat] because if I’m searching for something more
broadly I’ll just type in like one or 2 words, whereas it was easier
to type in a specific question for the chat function. I think it would



maybe help with researching just to form questions to answer in
terms of organizing.”

5.4 What did participants dislike about chat?
(RQ4)

We asked participants about what things they disliked about the
chat feature.

Answers were too general. Several participants commented
about how the chat tended to return answers that were too general
in nature. For example, P4 described: “I didn’t really like it just
because it did give the generalized answer which I’m not a big
personal fan of.” Similarly, P6 noted: “I like how that it synthesized
it, but I think that’s also kind of a con as well, because it’s not as
detailed, whereas like a website... you’re more likely to get all of
the details that you’re trying to see.”

Repetition in answers. One participant described how the chat
seemed to give similar answers, even when they reworded their
question. For example, P1 noted: “[in search] rewording a questions
is a lot easier to get a ton of different answers. But then, with the
chat, I got the around the same answer even if I change the wording
of what I was asking."

Contradictory answers.One participant noted a confusing and
seemingly contradictory answer provided by the chat. P7 recalled:
“It seemed there were a few times when it was sort of unclear. On
the last example I asked it a question and it said no, but it sort of
seemed to agree with me.”

No videos, pictures, or other verticals. Participants also com-
mented that the chat did not return videos, pictures, or other vertical
search categories (e.g. shopping, news). For example, P2 described:
“media like videos didn’t come up as much as when you do a stan-
dard Google search.” Our Chat+Search implementation relied on
the Bing Web Search API and the OpenAI completion endpoint, but
did not incorporate searches to other verticals.

Search queries also sent to chat. For any query typed into the
Web search query box, our Chat+Search system automatically sent
a copy of the query as a prompt to the chat window. Some partic-
ipants explictly made use of this feature to multi-task. However,
one participant felt that this automation created pressure to use the
chat. P2 commented: “When I typed things into the Web search, it
also appeared in the [chat] AI, but it kind of felt like it was forcing
me to use it.”

Did not include links to sources. Many participant com-
plained that the chat did not include links to sources to support its
responses. P2 described: “That was where my skepticism was com-
ing from because I wasn’t I wasn’t sure [of the sources]. You just
can’t know exactly what the sources are and what maybe you’re
missing out on. So I would use [chat] probably as a starting place,
and then go way further into it.” P4 noted: “How do I know that
that answer is right? I’m not seeing anything else to support it. So
that would literally just be me taking this engine’s word at face
value rather than being able to check it out for myself.” Finally, P5
described: “Especially when I was trying to find out very factual
information, it didn’t let me see where those answers were coming
from.”

We note that our chat implementation did not include specific
links or references to sources. Links to sources were not returned

from the OpenAI API that we used (although the completion end-
point occasionally included links as part of the main text of the
response). However, the chat incorporated into the “new Bing” in-
terface available to a limited set of users in March 2023 does include
links to sources/references for the chat responses. Having an un-
derstanding of where information is coming from and links to go
explore it on their own was clearly important to our participants.

Links we provided in chat were not always helpful. Several
participants noted that the links that we added to chat were not
always helpful. Recall that we extracted important noun phrases
out of the chat response and created links to launch Web searches
for these phrases. This approach had mixed results. As P2 noted:
“Some of the links that are provided [by the chat] were good, but
some of them were like... it underlined poverty... So I think maybe
some of those it could improve on. Like maybe you want to read
more about this, and then the link could be like studies have shown,
and then it would send you to [those studies].” And P4 said: “The
[links in the chat] don’t really give like that much information. I
would just take specific words that I thought were important from
the blurb and put them in the other search engine.”

5.5 Do users trust chat? (RQ5)
Participants gave a variety of responses to the question of whether
they trusted the answers from the chat.

I don’t trust it. Some participants were very skeptical about
the chat system. For example, P5 did not trust the chat, saying: “No
because, I’m already a little skeptical about all those sources online...
I have [also] had news stories pop up about how you shouldn’t
trust chat AI.”

It sounded reasonable. Several participants described that the
responses provided by the AI chat sounded correct, but that they
were not completely sure if they were. For example, P1 noted: “For
some of the answers I could discern and be like, oh, this like makes
sense. It seemed like everything was true information.” And P2
described: “Nothing sounded absolutely absurd or crazy or anything
like that.”

Don’t trust, verify. Some users expressed a healthy level of
skepticism about trusting the answers provided by the chat. Several
described that they would want to verify information coming from
the chat. For example, P2 commented: “I would have definitely like
to verify... especially when it said like studies have shown... I would
want to see what those studies were and actually read them.”

Trust depended on familiarity with the subject. For some
participants, their level of trust in the chat responses depended on
their prior level of knowledge about the topic. For example, P3 said:
“[for the stock metrics task]... I was like I should probably check
what the AI is telling me because I don’t know anything about that.
But in the income disparity, and osmosis it seems to agree with
what I already knew.” And P7 described: “I think for the most part
I did [trust the chat]. But there’s almost something at the back of
your head that is sort of unsure. So I think there were instances
where I wasn’t really too sure whether or not to trust it entirely. I
think I had an easier time trusting it when it was affirming what
I had already figured [out]. But if it was something I didn’t know
anything about... I wanted to confirm it with other sources.”



Influence of interactions with other AI/chat systems. One
participant commented on how their prior use of other AI/chat
systems influenced their view of the chat used in this study. For
example, P4 explained: “I definitely didn’t trust [chat] as much
as the [search]. I know that, like Siri and Alexa and all of those...
they mess up. You can ask them something, and they will tell you
something completely unrelated. So knowing that... made me more
inclined to trust my own judgment.”

5.6 Mental models of chat (RQ6)
We asked participants if they had an understanding of where the
chat results were coming from or how they were generated. Partic-
ipants expressed varying levels of uncertainty about the origins of
the chat responses.

Unclear mental model. Some participants reported that they
did not have a clear mental model of how the AI chat was generating
its responses or what they were based on. For example, when asked
about where and how the chat answers were generated, P1 said:
“Not really. I actually don’t really know at all.” Similarly, P6 said: “I
genuinely don’t understand, like... I have no idea.”

Responses based on previous search results. Several partic-
ipants hypothesized that chat response were connected in some
way to the Web results, but some were unsure about the extent
of the connection. For example, when asked about what the chat
responses were based on, P2 hypothesized: “Sometimes it was kind
of clear, because, when I asked like investing strategies you could
see that clearly. Some of those literally came from listicles6 that
were [returned in the search results].” P3 described, “I assumed it
was coming from the the same sort of resources that were pop-
ping up on the regular search engine, just sort of summarized.” P4
speculated, “It definitely seems like it kind of pulled some of the
main ideas from the different websites that had popped up.” And P5
wondered if it was similar to question answering technology they
had seen before, describing, “I assume [it is like] the thing Google
has... if you ask a question, it will have a blurb answer. I think they
usually lift that from some of the first sources [web results].”

Unsure what sources it has access to. Participants also de-
scribed that they were not sure what sources the chat system had
access to. For example, P2 explained: “I don’t know if it has access
to library articles that we would have. Is it just synthesizing in-
formation from open source material?” And P7 noted: “I know a
little bit about chat. You know it draws from a huge... it’s making
patterns from a database of information, but it doesn’t say here are
the sources that I had to back this up.”

6 CONCLUSION
In this preprint paper, we report results from a small-scale user
study to investigate how users incorporate AI chat into online
search tasks. We report on observed search behaviors and partici-
pants’ likes/dislikes, trust, and mental models of the chat system.
To the best of our knowledge, this is one of the first papers to report
on the impacts of generative AI chat tools on search behaviors.

6Listicles are articles written based on lists (e.g., an article describing the “5 best stock
metrics for beginning investors”).
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